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AND LINKED ALGORITHMS:
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ABSTRACT

This paper dedl's with the automatic control of open channd hydraulic systems, such
asirrigation cands. A control dgorithm is defined by severd criteriaamong which
some most important ones are the design method and the considered variables
(measured, controlled and control action variables). Different design methods have
been and are ill developed and compared, by different authors.

Among the consdered variables, the control action variable plays an important role.
Different options have been selected by different authors, but have never been
discussed, justified or compared in details by the controller desgners. These
different options can be gate opening or discharge. In thislatter case, another
dgorithm must transform this discharge into a gate opening, snce thisisthe only
variable that can be manipulated on the red system. Again different options are
avalable: modd inversgon usng the gate equation or dynamic controller (eg.: PID)
a the same or a a different regulation time step. Also coupling effects may or may
not have been taken into account, by anticipating upstream and downstream water
level or discharge changes.

The proposed paper will present different techniques, and will test and compare
some of them on representative benchmarks, on afull non-linear hydrodynamic
modd. The criteriafor comparison will be hydraulic performance, robustness (to
gate equation errors and change of operating conditions), and reduction of coupling
effects with upstream and downstream pools.
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INTRODUCTION

Anirrigation cand is an open channd hydraulic system, composed of interconnected
pools, separated by cross structures (Fig. 1). Such sysslem may have many control
action variables (U;) and many controlled (Y;) and measured (Z) variables. Thisis
cdled aMIMO system (Multiple Inputs, Multiple Outputs).

Control action variables (U;) are located at cross structures (gates), controlled
variables are often water levels (easy to measure) close to turnouts (outflow
discharges can then be expected to be controlled correctly). It can aso be volumes
or discharges, but these options will not be addressed in this paper.
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Fig. 1. Canal system

CONTROL ACTION VARIABLES

Control action variables (U;) are issued from the control algorithm (caled “ master
controller” in opposition to a possible “dave controller” defined below) and
supplied to the cross structures actuatorsin order to move the controlled variables
(Y;) towards their established target vaues (Yt;). Control action variables are either
gate positions (W) or flow rates (Q).

Consdering gate postion (W) has the advantage of alowing one taking into account
the complex dynamics linking this variable with the loca discharge and upstream and
downstream weter levels. These dynamics are important and it can be hazardous not
to take them into account (e.g.: Biva, ELFLO, Littleman, Avis, and Filote consider
W as the control action variable; Cf. Maaterre et a. 1998).

Considering discharge (Q) asthe contral action variable alows for decoupling of the
different subsystems, asthiswill beillusrated in the following sections Thisis
interesting when monovariable controllers are used in series (e.g. Dynamic
Regulation, PIR). But, in this case, another agorithm must transform the flow rate
into a gate pogtion. This agorithm (caled “dave controller”) isimportant from
hydraulic and control points of view. This transformation can be done through the
inversgon of the device datic equation Q (Z1, Z, W), where Z; and Z, are water



levels upstream and downstream of the device, or by aloca dynamic controller (e.g.
PID controller). Severa options exist for both gpproaches.

However, the dynamics of the local dave contraller linking the discharge (control
action variable Q) to the gate position (control action variable W) have never been
taken into account explicitly in the design of the master controller. If the dave
controller isvery fast and precise, the globa controller (master + dave) can be as
efficient as expected. Otherwise, the qudity of the behavior of the globa controller
cannot be assessed, since important dynamics are neglected in the design phase.
The neglected dave controller dynamics are often taken into account implicitly by
adjusting the gain of the master controller through trial and error procedure.

MULTIVARIABLE VSMONOVARIABLE SYSTEMS

The consdered system is multivaridble (Fig. 1). Therefore, multivariable controllers
should normaly be used to control such systems, controlling al (Y;) through dl (U;)
a the same time. But these dgorithms are somewhat complex (Sabet et al. 1985,
Tomicic 1989, Garciaet a. 1992, Khaladi 1992, Linet d. 1992, Liu et a. 1992,
Reddy 1992, Kosuth 1994, Mdaterre 1994). They are sometimes difficult to design
and tune, and difficult to implement (communication network, calculation
requirements, etc.), at least more than asmple SISO PID controller.

A classica approach used by control engineers and aso observed on our hydraulic
gysems, isto split the system into severd smple SISO subsystems, and to design a
SISO controller (single loop) for each of them. The only advantage of this approach
is the structure smplicity. The controller techniques that can be used are smpler, but
due to coupling effects between subsystems, the tuning can till be difficult, and there
are casss where it is difficult to obtain agood overal controller by this loop-by-loop
gpproach. Also performances are expected to be lower than with an efficient
MIMO approach (Vandoren 1997).

The firgt problem faced in this decomposition gpproach, caled “pairing problem”, is
to decide how to define the SISO systems. For example, in the case of asystem
with 2 control action variables U; and U, and 2 controlled variables Y; and Y, one
hasto decideif Y, should be controlled by U, or by U, (we exclude the option of
using both here since we look for SISO loops), and smilarly for Y,. Thisproblemiis
graghtforward if there s little interaction among the systems. And in this case we
can expect that this single loop approach will give good results and that the tuning
will be easy (Agtrém et d. 1995). But there may be difficulties when thereis
coupling between the loops.

In the above example (Fig. 1) we can imagine severd pairing options. The most
interesting and usua ones are:



downstream contral logic: control Y by Uy, Y, by U, and Y3 by Us.
upstream control logic: control Yo by Us, Y1 by U, and Y, by Us.

The advantages and drawbacks of both options are well known and described in
the literature (Goussard 1993, Maaterre et al. 1998). Thefirst option (downstream
contral logic) isthe most interesting and commonly studied by engineers, and will be
further sudied in the following sections.

COUPLING EVALUATION
Firgt, congder control action variables in term of gate opening W.

If gate n°1 (control action variable U,) is opened, then water leve Y, will increase
after a certain time due to the hydraulic delay in pool n°1, and sSncethisincrease
affects the discharge going through gate n°2, water leve Y, will, in turn, incresse,

If gate n°2 (contral action varidble U,) is opened, then nearby upstream water leve
Y1 will decrease rapidly, and water level Y, will increase after a certain time due to
hydraulic delay in pool n°2.

The corresponding transfer functions (cha, Gio, G1 and @,) can be caculated from
open loop smulation and identification. They can aso be caculated andyticaly
(Baume et d. 1997, Schuurmans 1997). If we consder only these 2 subsystems, the
obtained trandfer function is:
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Since none of these 4 trangfer functionsis nil, we can conclude that coupling does
exid. Thereis no smple universal method to evauate the coupling effects. An
indication can be obtained from the Relative Gain Array, RGA (Agtrém et dl. 1995,
Bristol 1966) defined as (for a2*2 dimension):

| = d11(0) 3»(0)
011(0) 82(0) - 612(0) %1(0)

If | =1thereisnointeraction. If | =0 thereisno interaction, but the loops must be
interchanged. If | = 0.5 theinteraction is very strong. Bristol's recommendation for
controller pairing is that the controlled variables and control action variables should
be paired so that the corresponding RGA are positive, and as close to 1 as possible
(Astrom et d. 1995). If the RGA are outside the interval 0.67 <1 < 1.5, decoupling
can improve the control Sgnificantly.
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In the case of the firgt two pools of the example cand Type 1 described in Baume
et a. 1999, with control action variables U = W, we obtain an interaction measure

| =0.69. Thismeansthat, from thisfast verification, pairing iswell done, coupling is
important, and we are close to the limit indicating that decoupling could improve the
globd controller.

Since the RGA used hereis based on the static properties of the system, it does not
capture dl aspects of the interactions. In particular it does not take into account the
effect of time lag. But amore generd definition of the RGA can be used (Skogestad
et d. 1998), vdid for any frequency and any Sze of system.

DECOUPLING

To reduce coupling effects between SISO subsystems, explicit decoupling
techniques based on transfer functions can be used. This method was developed
and tested with an ELFL O controller (Schuurmans 1992). When amultivarigble
process is decoupled, each process variable effectively respondsto only one
actuator.

Two decouplers were proposed by Schuurmans. Decoupler | (called heresfter
Dclyy) to compensate for the interaction effect of U, on Y1 (gi2), and Decoupler 1
(called hereafter Dc2y,) for to compensate for the interaction effect of U, on Y,
(@1). These two decouplers proved to improve the global controller, compared to
the classca ELFLO controller (Buydski et d. 1979, Shand 1971).

It isinteresting to note that the Société du Canal de Provence uses, inits“Dynamic
Regulation” controller (Coeuret 1977) and in its“PIR” controller (Deltour 1992,
Deltour et d. 1998), two features that were indicated to be equivaent to Decoupler
| and 1l quoted above (Maaterre 1994).

The firgt oneisthe fact that the control action variables (U;) are discharges Q
instead of gate openings W (technique called hereafter Dc2y;). Thisis equivaent
(on the philosophy but maybe not on the performance point of view) to Dc2y, Since
when agiven target discharge is maintained through a gate (we assume here thet this
can be done technicdly, we will discuss this point latter on), then the downstream
poal isno longer subject to perturbations occurring on the upstream pool (g; = 0).

Détour indicates that this gpproach also smplifies the identification procedure and
limits the number of domains to be covered in case of gain scheduling (Deltour
1992).

The second oneis the fact that each calculated control action variable U;, or a
portion a of it, is added to the next upstream one U..; (technique caled hereafter
Dclgy). Thisisequivalent (same remark as above) to Dclgy. Hydraulicaly, this
meansthat if U, is operated to compensate for a perturbation in its downstream pool



I, then we know that this operation will have an interaction effect on Yi_; (g, trandfer
function in the above example). Of course U,.; will in turn correct the effect of this
perturbation (after some delay inherent to the system's characteristics) when its
effect isfdt on Y,.;. But we can anticipate this action by adding directly the
correction to U, ;:

Ui=FaYiit+a Uy 3)

Where F.; isthe trangfer function of the SISO (master) controller linking ;.1 to U4,
anda 1 [01]. Theoreticaly a must be equa to 1, but for stability and robustness
reasons, it is sometimes reduced close to lower vaues such as 0.8 for example
(Clemmens et d. 1998). We can also test valuesa > 1 to accelerate the controller,
but with the risk of getting amplified oscillations of control actions U. In any caseit
can betuned by atrid and error procedure, or optimized, using some mathematical
or numericd techniques. In the tests presented bellow, we will not integrate the a
coefficient in the optimization agorithm, but we will test values 0, 0.8, 1.0 and 1.2.

This correction will cancel or at least reduce the effect of U, on Y;.;, which means, in
the above example, that g, @0. In fact this Decoupler | (Dclsy, and Dclgy,) cannot
be as good as Decoupler 11 (Dc2y and Dc2y;,) Since the delay time on pool i-1
impliesthat the additiond correction a U; a gate i-1 will not be fet instantaneoudy
on the controlled varigble Yi.;.

Thisintuitive decoupler D¢l is easy to understand and to design when the control
action variable U; isadischarge Q. In case of a control action variable U; in terms of
gate opening W, asmilar gpproach can be followed (Kaoutar et a. 1998). In this
case we must estimate the effect DY ., of U, on Y, and, when cdculating U4,
anticipate this perturbation by consdering Yi.; + b DY;.; instead of Y;.; asthevaue
of the controlled variable for the master controller i-1 (technique caled hereafter
Dclem):

U.i=F.a(Yii+bDYi1) 4)

It can be remarked that both approaches are equivaent (if F_; islinear, which isthe
casefor Pl controllers) when a U; - b Fi.; DY . If would be interesting to check if
the optimized tuning as described bellow are close to this condition.

Recently, Schuurmans finally adopted the two same features (Dcls, and Dc2y;,) as
in “Dynamic Regulation” and “PIR” from SCP, consdering thet it was smpler and
more efficient than the classicd decouplers (Schuurmans 1997). Garcia dso used
discharge (in fact rates of discharge change) in hiswork (Garcia 1992, p. 44), but
without explanation. Among the dmost 50 gpplications of automatic control to
irrigation cands or riverslisted in the literature (Maaterre et d. 1998), 25 are using
the gate opening W and 20 are using the discharge Q as control action variables. On
those using the gate opening W, only one has been tested with decouplers, whereas
they are the one that would most require such techniques.



SLAVE CONTROLLER

When using the discharge as the control action variable (decoupler Dc2s,), an
dgorithm cdled “dave controller” must compute, a each time step, the required
gate opening W; able to provide the target discharge U, = Q.

Remark: in some rare Stuations on-line pumping stations can be used to achieve this
task. Wewill not test this option. It could be interesting to evauate the performance
obtained with this “perfect” decoupler Dc2s, compared to other more redlistic
implementations.

The gate discharge equation is non-linear and the relationship between the gate
opening and the discharge depends on the upstream and downstream water levels.

Q :f (Z]_, Zz, W)

Mogt authors (Deltour 1992, p. 140, Schuurmans 1997, p. 187) just inversethis
gate equation at each dave regulation time step DTq, using the water levels
measured at present timet:

W(t + DTo) =f (Za(0), Z(t), Q) )

Where Q; isthe target discharge computed by the master controller at the master
regulation time step DTy,

Same authors aso use the same regulation time steps for both master and dave
controllers. DTq = DTy. Deltour (1992) describes performance loss in case of large
time steps (he compares 10 and 30 minutes). In case of large regulation time steps
he suggests a study of the dynamics between gate opening and controlled variable,
or an improvement of the inverson procedure.

In the following sections we will evauate the effect of usng different regulation time
gteps for the master and the dave contrallers (e.g.: DTo = 0.2 DTy).

Another possibility to improve the dave controller is to take into account the
hydraulic effect of the gate movement, and, by doing this, to anticipate the
modification of upstiream and downstream water levels due to the gate movement. It
is known from the theory of characteridtics, after some smplification (no friction and
uniform flow) thet:

DQ
L(V-0

_DQ
L(V+c¢) ©)

DZ, = and DZ, =



Where L (surface width), V (flow veocity) and c (celerity) are calculated for future
conditions (De Leon, 1986). For amplicity reasons we will compute them for
present conditions. In this case we can compute:

W(t + DTq) =f (Zu(t) + DZy, Zo(t) + DZ, Q) (7)

It seems difficult to prove that both dgorithms (5) and (7) are stable and will
converge, since they interact with upstream and downstream pools. But we can
prove that if they converge, and if thereis no uncertainty on the parameters of the
function f, then the obtained discharge Q will converge toward the target Q.. The
performance of both adgorithmsis eva uated hereafter (noted respectively U = Q
and U = Qdz).

BENCHMARK AND SCENARIOS

The different control options above presented are tested on the 4 benchmark cands
defined by Baume (Baume et d. 1997, 1998, 1999). These canals (called heresfter
“Cemagref benchmarks’) are dl 5-pool cand's obtained through an adimensiond
study. They represent al possible hydraulic behaviors, as characterized by 2
dimengonless coefficients,

c =—_— characterizes discharge propagation and h = —<_ characterizes

Yn F(1-F)
downstream water level perturbations (where S, isthe bed dope, X the length of the
pooal, Y, the uniform depth, and F the Froude number).

Type_1 has short poals (first order) with wave propagation, Type 3 has short pools
(first order) with damped wave motion, Type 4 has short pools (second order) with
damped wave motion and Type 5 has long pools (second order with delay) with
damped wave motion. Type 2 (second order without delay and with wave
propagation) is not representative and not studied in this paper. Type 6 does not
exist dueto the relationship between ¢ and h.

The discharge scenarios at offtakes and optimization procedure are the same as
described in Baume et d. 1999. The scenarios were eaborated from discharge
measurements at pumping stations on area on-demand system. The scenarios are
composed of three phases of seven-day periods, with two peaks of discharge every
day at 10 am and 8 pm. The vaues of the peaks are generated randomly around the
mean observed vaue. The mean peak of discharge a each offtake is taken at 5% of
the corresponding initia flow at the head of the system. Thetota disturbance on the
5 offtakesis therefore 25% of theinitia flow. The first phase corresponds to low
discharges, the second one to medium discharges and the third one to large
discharges. The objective to this three-phase scenario is to provide controllers vaid
for alarge range of cand flows.



OPTIMIZATION ALGORITHM

The optimized SISO controllers are PI controllers. These controllers are the most
used in industry. But the gpproach can be tested with any type of control agorithm
(PIR, Predictive contral, etc.). Optimization and Smulations are made on afull non-
linear hydrodynamic mode (SIC, Cemagref).

The optimization agorithm isamodified verdon of the Nelder - Mead smplex
method. It is used to find the optimum set of the coefficients of the 5 PI controllers,
providing the minimum value of a selected cost function. A relaxation technique has
been used to cope with this non-convex problem.

The cot function used for the optimization procedure in this paper is:

5
O 7

x = a 6 (10~ Yo a ©)
i=1

where T isthe length of the scenario, Y; the water level and Y,; the corresponding
target at the downstream end of pool i. An additiona term weighting the control
action U; could have been used in the cost function (8). It would have probably
reduced expected overshoot or oscillations in control actions U;. But the objective
of the comparison here was to find the controllers providing the best hydraulic
performance in terms of controlled variables, with total freedom on U. The same
approach can be carried out with any cost function, and relative results presented
bellow are expected to be smilar.

The advantage of such optimization gpproach isto provide a good basis for
objective comparison, since the tuning is not linked to some arbitrary choice (the
only choiceisthe definition of x) and is exactly the same for dl tested options.

RESULTS AND DISCUSSION

For the different options tested, we present the optimum P coefficients minimizing
the cogt function X, and the vaue of the optimum x index obtained with these
coefficients. For indication we give the control action cost:
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T

Xw = a % (Dwy;(t))* dt

i=1

(9)

where Dwi(t) is the change of gate opening during the master controller regulation

time step DT, a timet, for gate number i.

Results of the cost function obtained for the different approaches on the 4 canas are
presented below. Absolute values x (mPs) and x,, (ns) are displayed in Table 1 to

Table 4. Rdaive vaduesx, and X, , compared to the values obtained for U =W

aredisplayed in Fig. 2 to Fig. 5.

Table 1. Resultson canal Type 1

X

Xy

Kp

K, 10*

w

Q; DTy; a=0

313

386

944

133

297

50.52

231

50.29

202

2315

2.28

23.58

0.62

9.387

174

88.62

7.73

59.79

393

66.23

116

1094

Q; DTy, a=1

Qdz; DTy; a=0

897

146

102

142

419

48.6

395

3.1

151

149

114

46,5

291

269

513

1785

65.9

1154

82.65

51.9

425

121

Qdz; DTy; a=1

Q; 0.2DTy; a=0

399

125

109

83

441

293

231

294

138

181

14.7

185

121

234

1371

236.2

1136

134.7

83.6

1033

1271

142




Table 2. Resultson canal Type 3

X

Xy

Kp

K; 10*

W

Q; DTy; a=0

115

104

858

153

239

62.0

1.96

335

203

220

144

171

042

8.36

10.07

5.66

492

315

054

54

0.176

185

0.038

129

Q; DTy, a=1

Qdz; DTy; a=0

518

118

159

134

570

355

235

35.5

157

153

142

218

101

6.38

0.69

418

111

344

0.89

258

0.73

0.64

6.6

0.95

Qdz; DTy; a=1

Q; 0.2DTy; a=0

348

485

228

39

56.1

615

235

309

20.7

21.34

10.95

16.34

109

145

6.06

165

6.99

76.8

84

62.04

354

36.9

6.8

437

Table 3. Resultson canal Type 4

X

Xy

Kp

K; 10*

w

Q; DTy; a=0

248

252

287

7.78

141

12.16

1.167

6.177

0.962

3.293

042

179

0.068

0.0003

145

0.375

0112

0.26

0.064

0.196

0.073

0.205

0.0068

012

Q; DTy, a=1

Qdz; DTy; a=0

167

211

9.86

124

1054

1175

4.25

6.12

2.28

398

202

234

0.63

0.045

013

042

0.18

0.056

015

0.127

0.048

0.08

0.38

0.051

Qdz; DTy; a=1

Q: 0.2DT,; a=0

118

120

128

201

10.63

1143

4077

6.28

313

4.176

229

3.62

11

1.06

0.286

21

0.092

547

0.187

192

0.075

0.78

0.356

0.295

Table4. Resultson canal Type 5

X

Xy

Kp

K; 10

w

Q; DTy; a=0

14343

31651

129

176

053

29.08

041

16.24

0.385

814

0.226

5.165

0.015

0.003

119

152

0.05

041

0.016

0.041

0.0052

0.0025

Q; DTy, a=1

Qdz; DTy; a=0

18385

23978

115

201

2357

283

11.32

15.77

4.6

9.23

535

0.0002

0.0067

0.182

0.27

1235

0.19

0252

0.0002

Qdz; DT; a=1

Q; 0.2DTy; a=0

13144

18069

174

325

2395

10.89

6.05

0.347

459
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Fig. 5. Cost functions on canal Type 5

We observe that among al approaches tested, the best performance index x is
always obtained by the one noted Qdz; dTu; a = 1 intablesand figures. It
corresponds to the one using gate discharge Q as the control action variable for the
master controller (Dc2y,), with adave controller taking into account the anticipated
variations of water levels dz and dz, (noted Qdz). It uses the same regulation time

step for both master and dave controllers (noted dTu). It incorporates the DClgy,

decoupler, witha = 1.




Theinterest of Dc2y, can be explained to a certain extent since this includes part of
the non-linear characteristics of the subsystem into the controller, which improves
the linear characterigtics of the system to be controlled, and generates in fact a non-
linear controller. But we observe that Dc2s;, must be combined with DClg;, to give
good results. Otherwise U = W gives better reaults.

For DCl, the best performance is dways obtained with a = 1. For each option
the values 0.8 and 1.2 have aso been tested. They are not presented in tables for
readability. For a = 0.8 the x index isdightly bigger thanfor a = 1, but the control
actionindex x,, isdightly smaler. In some cases this former option can be preferred.

For cand Type 5, using gate opening as the control action variable (U = W) leads
to aperformance index x dightly bigger than the best option (Qdz; dTu; a = 1), but
the control action index x,, ismuch smdler. In this case this first option can be
preferred.

Using asmdler regulation time step for the dave controller (1/5 of the master
controller time step, noted 0.2 dTu) improves the performance index x dgnificantly.
But, of course, this aso increases the number of operations at the check gates. This
does not gppear in the figures and tables above, since only gate movements a
meagter controller time steps are taken into account in the calculation of x,, . This
improvement is due to the fact that the quality of the trandation of the discharge
control action U = Q into gate opening action W isimproved and improvesin turn
the decoupling between pool i and pool i+1 (decoupler Dc2y).

ROBUSTNESS TO GATE DISCHARGE EQUATION UNCERTAINTIES

In order to assess the robustness of the different controllers presented above, they
are tested on degraded canals, after being tuned on the origind ones. To obtain
these cands, the Manning coefficients are increased by 25% and the gate discharge
coefficients (Cd) are reduced by 20%, from their origind vaues. This corresponds
to redidtic but strong degradation of or uncertainty on an irrigation cand.

For dl controllers using the discharge as control action variable, two tests are
carried out. For the first one (noted T, 1), the original (assumed but wrong) Cd
coefficients are used in the dave controllers. For the second one (noted T, 2), the
degraded Cd coefficients are used in the dave controllers (assuming they have been
obtained from re-cdibration), but without re-tuning the master controllers.

For test T, 1 We Observe that the performance index is increased by aratio from
1.3to 7.8 for U =W, from 29 to 2100 for U = Q, from 136 to 800 for U = Qdz
and from 105 to 3200 for U = Q, 0.2 dTu. In al casesthe controllers remain stable
but with much more oscillations. We observe that the loss of performanceis
obtained mainly for high discharges (phase 3 of the scenarios).



For test T,qp » We observe that the performance index is increased by aratio from 71
to 2200 for U = Q, from 79 to 3100 for U = Qdz and from 74 to 2400 for U = Q,
0.2 dTu. In 2 cases the controller in even ungtable (on cand Type 5). This means
that in case of degradation of the gate discharge coefficients, re-calibration of them
for the dave controllersis not sufficient, but a complete re-tuning of the master
controllers must be done.

This quick a posteriori assessment of the controllers robustness shows that even
though the contrallers using gate opening as control action variables (U = W) have
smdler performance indexes than those using discharge (U = Q), they seem more
robugt. It is nevertheless difficult to draw definitive conclusons from these tes since
the controllers have been optimized for hydraulic performance and not for
robustness. A more detailed robustness approach must be done to clarify this point.

CONCLUSION AND PERSPECTIVE

From the different tests carried out and presented in the previous sections, we can
observe that the best results obtained on al 4 Cemagref benchmark cands are those
with acontrol action U = Q (technique Dcly), with transfer of discharge control
action from downstream to upstream gates (technique Dc2s;), with atrandfer ratio
closeto one(a = 1), with adave controller taking into account the anticipated
water level changes dz; and dz.. Best results can il be obtained with adave
regulation time step smaller than the master regulation time step (e.g. 0.2 dTu), but
with a ggnificant increase of the control efforts.

The robustness assessment showed that re-tuning of both mester and dave
controllers must be done in case of cand degradation, for best performance. This
holds at least for controllers tuned with the optimization technique used in this paper.
Thisis particularly true for controllers using discharge as the control action variable.
However adetailed robust gpproach must be done to clarify this point and indicate
if another tuning technique cannot guarantee a good robustness without reducing too
much the performance of the controllers. The robustness of those using directly the
gate opening as the control action variable seems satisfactory.

Only alimited number of options have been tested. More should be evauated on
the same benchmark canas, such as dynamic dave controllers (eg. PI), explicit
decouplers (Dclyy, and Dc2gy), decoupling technique in the case of gate opening
control action (DC2m).

Maximum efforts have been put on the optimization dgorithm. But the problem to be
solved is anon-convex problem, and as such is difficult to handle. The risk of getting
anon-globa optimum remains. To reduce this risk the solution was checked from

other initid conditions. Also the patterns of the obtained K, and K; coefficients were



verified (since the pools are identical we can anticipate to get monotonous
coefficients).

Maximum efforts were aso put on the selected benchmark candsto draw
conclusions as generd as possible. But the selected canals, athough covering dl
hydraulic behaviors determined by 2 dimengonless coefficients, remain particular 5-
pool cands. Maybe the conclusions can be modified with composite salections of
poals, or with different types of cross structures.
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